A coupled model to jointly predict EEG and optical evoked response changes in rats under varying stimulus patterns
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Abstract—Multimodality functional brain imaging has been gaining importance due to the complementary nature of different imaging modalities. Dynamical systems based models of neural activity and local hemodynamics may offer enhanced spatiotemporal resolution and insight into physiological signals and mechanisms. One major tool for studying brain function is to evoke local responses by repeated application of a stimulus. Under such stimulation neuronal evoked responses show complex habituation to stimuli as the repetition frequency increases beyond 2 Hz. These habituation effects are also reflected in the resulting hemodynamic responses. To understand the relationship between the habituated neural activity and hemodynamics we propose a modeling framework that uses simplified version of an existing neuron model with a control structure enabling habituation prediction and a neurovascular model that captures the relation between neuronal and hemodynamic evoked responses under different stimulus patterns. We report on the accuracy with which this combined model captures the neural and hemodynamic responses across a range of variation in stimulus patterns which includes both frequency and duration variation.

I. INTRODUCTION

In the desire to obtain more information about brain function from non-invasive imaging there has been an increased interest in using multiple non-invasive brain imaging modalities. Perhaps one of the most common combinations measures both electrical response (e.g. EEG or MEG) and hemodynamic response (e.g. fMRI or diffuse optical measurements) [1], [2]. These modalities complement each other in their spatial and temporal resolution while providing information about functionally connected brain activity. However the question of how to infer brain function efficiently from such multimodal measurements is a current topic of interest. One approach is to attempt to directly correlate the measurements [3]; another, which we follow in the current work, is to postulate dynamical systems based generative, or predictive models, which can simultaneously explain both types of measurements, such as in [4], [5].

A major tool used in systems based modeling approaches for studying brain function is to provoke local “evoked responses” by repeated application of stimuli. It has been known from prior studies of brain function that under repeated stimuli, evoked responses habituate to the stimulus pattern in a complex manner. This habituation is thought to be fundamental to many of the processes that underly learning, memory and cognition [6], [7]. Furthermore this habituation presents a major challenge in using systems based models to combine multimodal data.

Indeed, previous studies of which we are aware using systems based models of concurrent measurements of neural and hemodynamic activity, are only valid under fixed stimulus patterns [5], [8]. These models were not designed to predict the habituation to different stimulus patterns, and hence generalizing them to arbitrary stimulus conditions would involve re-estimation of model parameters to each condition. Here our goal is to contribute to a single generative model capable of predicting both EEG and optical measurements in a fashion that includes predicting the habituation to changes in stimulus application parameters. The model we present here includes an habituation component presented in [9] to predict EEG habituation, and adds to that model prediction of optical measurements via a coupling structure and a hemodynamic model. Fig. 1 summarizes our modeling effort. The input is the stimulus train on the left. The measurements are the EEG and optical measurements on the bottom. The neural mass model includes an habituation control block that automatically modifies its own parameters to predict response to the types of stimulus patterns studied here. The remaining blocks predict the hemodynamic signals derived directly from the optical measurements in a fashion that tracks the changes in those signals that are driven by the changes in the neural mass model output.

The organization of this paper is as follows: Section II describes the experimental procedure and data processing. Section III describes the neuron model outfitted with a habituation prediction control structure. Section IV describes the hemodynamic model and presents a method for reconstruction of its input signals from hemodynamic data. Section V discusses the relation between the neural responses and the inputs of the hemodynamic model. Section VI presents the model performance and validation over all the experimental
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Fig. 1. Sensory stimuli drive the habituation predictive neuron model whose output can be measured by EEG. The Coupling model relates the neuron model output to the inputs of the hemodynamic model which generates oxygenated/de-oxygenated hemoglobin concentration (HbO/HbR). This hemodynamic response can be measured by optical methods.

Fig. 2. Illustration of the optical source(red)-detector(blue) cap and EEG electrodes on the rat head. The EEG electrodes e1 and e3 record the neuronal responses from the left/right somatosensory cortex. The “grid” reference electrode is shown as a gray dot.

The variation of the stimulus pattern, which provoked the variation in response changes we attempt to model, fall into two classes:

1) Stimulus frequency changes: Trains of stimuli were applied for fixed 4-second durations at stimulus frequencies chosen from a random ordering from 1, 2, ... , 8 Hz. The rest time between the stimulus trains was 12 seconds on average.

2) Stimulus duration changes: Trains of stimuli at a fixed stimulus frequency of 3 Hz were applied for stimulus train durations chosen from a random ordering from 1, 2, ... , 8 seconds.

Both procedures were repeated 10 times for each fore-paw of each of six rats, resulting in a total of 12 datasets for each class of stimulus variation, or a total of 24. We denote the datasets in the sequel by nS, where n = {1,...,6} for frequency experiments, and {7,...,12} for duration experiments, and S={L,R} to denote the left or right brain region.

We note that the neural response time constants are short and thus the measured EEG should be expected to change rapidly in response to the stimulus frequency changes, while the changes in duration are not expected to have much effect on the EEG. On the other hand, the hemodynamic time constants are longer compared to the stimulus frequency but respond to accumulated metabolic load and thus we would expect some change, mostly in amplitude, with this range of stimulus frequency variation (because the neural response changes and thus the metabolic load does too) and change in both amplitude and duration as a result of the stimulus duration variation.

Before describing the data processing it will be helpful to point out that stimulation of the medial nerve activates the contralateral somatosensory cortex [10] in the brain. Hence the electrodes e1 and e3 (positioned near the somatosensory cortex, as illustrated on Fig. 2) were used for the EEG data, and the source-detector pairs around the somatosensory cortex were used for collecting the optical measurements. The processing of raw data for both sets of measurements are explained briefly:

1) EEG data: The raw EEG data were filtered to remove extreme low frequency changes in the baseline and noise from the cardiac cycle and 60 Hz power signal. A nonlinear filtering procedure was followed to improve signal-to-noise ratio, details can be found in [9], and [3].

2) Optical data: The measured optical waveforms varied greatly in amplitude across source-detector pairs in an experimentally-dependent manner, due to the exponential attenuation of light in turbid media. Thus the preprocessing for the optical data was somewhat more involved than for EEG, including conversion to hemodynamic quantities, filtering, and selection of useful source-detector pairs.

- First, temporal changes in the intensity of light were translated into temporal changes in the concentrations of oxy-hemoglobin ($\Delta$HbO) and oxy-hemoglobin ($\Delta$HbR) using the modified Beer Lambert law.
Second, based on a preliminary study of the calculated hemodynamic signals we determined that the useful signal power was below 3.5 Hz, so an order 10 Hanning FIR low pass filter with a cutoff frequency of 3.5 Hz was applied to the responses.

Next we needed an objective procedure to identify the useful source-detector pairs. Variations in amplitude and even in amplitude differences prevented the use of a simple amplitude or power threshold, so instead we used a template-based approach designed to identify hemodynamic waveform shapes that corresponded to meaningful physiological responses. In detail, we followed a two-step procedure:

- The ensemble average of the hemodynamic responses from all source-detector pairs in the somatosensory cortex across all datasets was taken as a representation of a template response waveform.
- For each dataset the source-detector pairs that on average across all measurements had a correlation coefficient greater than 0.7 with respect to the ensemble average were retained as being representative of the hemodynamic response; the others were discarded. The threshold of 0.7 was chosen as the minimum value so that at least one source-detector pair was retained in each dataset.

Thus the procedure amounted to a simple heuristic statistical clustering procedure based on waveform shape similarity.

B. Data description

Typical EEG and hemodynamic responses are shown in Fig. 3. The EEG responses (left panels) are characterized by three distinct “bump-like” segments denoted as P1, N1 and P2. As the stimulus frequency increases the EEG waveshape is roughly stable until 3 Hz, then diminishes significantly in amplitude and at higher frequencies (6-8 Hz) sometimes shows no discernable response to some stimuli. This behavior is the habituation to stimulus frequency that we incorporate into our model via the control block in Fig. 1. As suggested above, the hemodynamic responses reflect the habituation to stimulus by diminishing in amplitude as stimulus frequency increases (top right panel), or responding for extended durations (bottom right panel) when periodic stimuli at 3 Hz are applied for increasing durations.

III. NEURON MODEL WITH HABITUATION PREDICTION

In this section we briefly discuss the development of a control structure that aids a simplified version of a published neural mass model [11] to predict the habituation to stimulus frequency shown in the EEG responses.

We adopt a recently published neural mass model which was designed to represent the average behavior of synchronized ensemble of neurons [11]. As is typical, the model consists of a Pyramidal Cell (PC) and two InterNeuron (IN) groups, with one acting as a nonlinear feed-forward connection and the other a nonlinear feedback connection. It consists of three input currents, one from the feed-forward connection ($I_i^3$), one from the thalamus ($I_i^1$), and one from the surrounding neurons ($I_i^2$). Our analysis of this model [9] showed that it could be reduced to a second order linear system with three inputs under the conditions represented by the rat EEG data under study with negligible loss of fidelity. Furthermore as a result of this simplification the only parameters of the model which need to vary to match the observed variation in EEG waveforms pertain to the three input currents. Each input current in our reduced-order model has two parameters, its timing with respect to the stimulus, denoted $\tau_i$, and its gain $\alpha_i$, with $i = \{1, 2, 3\}$. Thus, the entire set of observed EEG responses can be reasonably replicated by the neural mass model by controlling these six parameters.

As illustrated in the left panels of Fig. 3 habituation to stimulus results in diminishing responses (> 2 Hz), and indeed, at a higher stimulus frequencies (> 5 Hz), in some stimulus intervals there are no discernable response waveforms (see the 8 Hz response in Fig. 3). Using a standard approach from nonlinear system identification [12] we developed a control structure, driven by the model output, that changes the model parameters appropriately in order to successfully predict the observed habituation [9].

This control is carried out through a control parameter, denoted $s$, that evolves continuously in time according to a non-linear ODE driven by the rectified model output. This parameter is sampled at the time the next stimulus trigger occurs, denoted by $t_s$, and its value at that time determines the model parameter for the subsequent response. Thus we
needed to develop both the driving ODE and the mapping from \(s(t_a)\) to the model parameters. The ODE was developed to satisfy the following set of heuristic constraints:

1) A small value of \(s(t_a)\) should correspond to the low stimulus frequencies, 1 and 2 Hz, and not change the model parameters.
2) A larger but moderate value of \(s(t_a)\) should correspond to the intermediate stimulus frequencies 3, 4, 5 Hz.
3) At high frequencies 6 to 8 Hz \(s(t_a)\) should oscillate between moderate and yet larger values as at these frequencies the EEG itself alternates between a diminished but discernible response and no discernible response.

The resulting first-order ODE includes a quadratic time-constant which allows it to satisfy all three constraints.

\[
\dot{s} = \frac{1}{\tau_s}(0.5 + s) + g_s|y(t)|, \quad \text{with } s(0) = 0, \tag{1}
\]

where \(\tau_s\) and \(g_s\) were chosen to match the data variation and \(y(t)\) is the model output.

To identify the static mappings between \(s\) and the parameters of the input currents \(\tau_i\) and \(\alpha_i\), we simply matched optimized parameter values for each response to corresponding samples of \(s\) and fitted continuous functions to model the relationships so discovered. Illustrative scatter plots are shown in Fig. 4. Further details can be found in [9].

IV. PHYSIOLOGICALLY MOTIVATED HEMODYNAMIC MODEL

Our overall strategy to model the relationship between neural activity, for which the EEG is a surrogate, and the hemodynamic quantities estimated from the optical data, is to combine a heuristic coupling model with a physiologically motivated hemodynamic model. To do so we first posit the hemodynamic model, use it to reconstruct appropriate input signals from the hemodynamic signals which are its desired outputs, and then fit the coupling model to produce those inputs for the given EEG signals. In this section we describe the Windkessel hemodynamic model we adopt, as well as the procedure we used to reconstruct its inputs from the hemodynamic estimates.

A. Hemodynamic model

\[
g \rightarrow \text{Flow} \xrightarrow{v} \text{HbT} = h(v, \sqrt{\tau})
\]

\[
\Delta \text{CMRO}_2 \rightarrow \text{O}_2 \text{ transport} \xrightarrow{\text{Split HbT}} \text{HbO} \quad \text{HbR}
\]

Fig. 5. The block diagram of the single compartment Windkessel model. The total hemoglobin concentration \(\Delta \text{HbT}\) is a function of the vascular volume \(v\) and vascular conductance \(g\). The \(O_2\) transport subsystem, driven by the oxygen demand \(\Delta \text{CMRO}_2\), provides the time varying weights to split \(\text{HbT}\) into \(\text{HbO}\) and \(\text{HbR}\).

The hemodynamic model described here is a single compartment model in the class of models based on Windkessel theory[13], [14]. It consists of two subsystems i) blood flow equations, and ii) oxygen transport from blood vessel to tissue. The flow subsystem relates the change in vessel volume to the flow in and out of the vessel, as driven by a change in vascular conductance \(g\). The \(O_2\) transport subsystem relates the change in partial pressure of \(O_2\) in the vessel to that in the tissue, and is driven by the relevant demand quantity, the variation in cerebral metabolic rate of oxygen \(\Delta \text{CMRO}_2\). Fig. 5 shows the block diagram of this model. The model is represented by four nonlinear differential equations, with four states. Of the four states, one state represents the vascular volume \(v\) of the flow subsystem, while the other three pertain to the \(O_2\) transport subsystem, specifically the oxygen concentration in the vessel, the number of free oxygen molecules in the tissue, and the oxygen concentration in the pial region that surrounds the vessel.

B. Reconstruction of the hemodynamic model inputs from data

We first focus on reconstructing the vascular conductance \(g\) from the hemodynamic data \((\Delta \text{HbO} \text{ and } \Delta \text{HbR})\). The flow subsystem relates \(g\) to the vascular volume \(v\). As noted in Fig. 5, the change in total hemoglobin concentration \(\Delta \text{HbT} = h(v, \sqrt{\tau})\). Using the fact that \(\Delta \text{HbT} = \Delta \text{HbO} + \Delta \text{HbR}\) and the flow equation we can arrive at a coupled system driven by \(\Delta \text{HbT}\) which generates \(g\) and \(v\). Thus, \(g\) can be obtained from the data by direct inversion of the flow subsystem.

It turns out that a similar approach cannot be used to reconstruct \(\Delta \text{CMRO}_2\) because of the nonlinear structure of the \(O_2\) transport subsystem. Instead we transform the problem of reconstructing \(\Delta \text{CMRO}_2\) into an optimization problem by representing \(\Delta \text{CMRO}_2\) using a weighted combination of a suitable set of temporal basis functions, and then estimating...
the best weights via a least squares fit to the hemodynamic data. For this purpose we chose cubic B-spline basis functions as the basis. For the datasets at hand, a temporal support of 1.5 seconds was suitable. Using this approach the $\Delta \text{CMRO}_2$ was reconstructed for all datasets from both set of experiments.

V. Coupling model

Armed with the reconstructed inputs of the hemodynamic model and the EEG signals from the neural activity, we now describe the development of the coupling model. The first step involves filtering the EEG signals so that the filtered signal has a similar time scale to that of the inputs of the hemodynamic model. A suitable set of temporal basis functions are found for the filtered EEG signals and the inputs of the hemodynamic model. Then, the temporal basis functions on both sides are related via a dynamical system, and the amplitudes at both ends are matched via static mappings. The paragraphs below elaborate the procedure described here.

Fig. 6. Block diagram of the coupling model. The rectified EEG response is filtered with a averaging filter. The filtered response is represented by a scalar $a$ and temporal basis function $V_D$. The temporal model is driven by $V_D$ to generate $V_{hi}$, where $i = \{1, 2\}$. The static mappings $f(a)$ generate the weights $a_j$, where $j = \{c, g\}$, corresponding to $\Delta \text{CMRO}_2$ and $g$ respectively. Linear combination of $V_{hi}$ by the weights $a_j$ generate the signals $\Delta \text{CMRO}_2$, and $g$.

Fig. 6 shows the structure of the coupling model. First, the EEG response is low pass filtered and projected onto the basis function $V_D$, identified as described below, to obtain the scalar $a$. Then there are two components, i) a third order linear system driven by $V_D$ to generate the basis functions $V_{hi}$, where $i = \{1, 2\}$ and, ii) static quadratic mappings from the scalar $a$ to the weights $a_j$, where $j = \{c, g\}$, which weigh $V_{hi}$ to form the inputs of the hemodynamic model.

In order to identify the temporal model we required the temporal basis functions for the EEG signals ($V_D$) and the inputs of the hemodynamic model ($V_{hi}$, where $i = \{1, 2\}$). We describe the procedure used to obtain $V_D$, and $V_{hi}$ briefly in the following paragraphs.

As mentioned in Section II-A due to the small time constants of the neural mass the EEG responses are not affected by changes in stimulus duration at a fixed frequency. Thus, we assume that the basis function $V_D$ would be similar for a fixed duration of stimulus irrespective of the stimulus frequency. Hence, we only used the EEG data from duration experiments to find a suitable basis $V_D$ per stimulus duration. The filtered EEG responses from all duration datasets (7L to 12R) per stimulus duration was collected into a matrix where rows correspond to the number of datasets and columns, the time points. Performing an SVD of this matrix we obtain $V_D$ which is the temporal basis corresponding to the dominant singular value that captured > 93% of the variation. This process is repeated for each stimulus duration.

To obtain $V_{hi}$, the inputs of the hemodynamic model were reconstructed from the data as described in Section IV-B for all duration datasets (7L to 12R) and collected into a matrix for each stimulus duration. An SVD of this matrix revealed that the top two dominant singular values captured > 90% of the variations in the reconstructed inputs. Hence, we chose the corresponding temporal basis functions to be $V_{hi}$, where $i = \{1, 2\}$ for each stimulus duration.

The temporal model was then identified by postulating a 3rd order linear system structure and estimating its parameters via nonlinear least squares so as to minimize the error between $V_{hi}$ obtained from the procedure described above, and the output of the system driven by $V_D$ over all stimulus durations.

The static mappings relate $a$ to $a_j$, where $j = \{c, g\}$. The scalar $a$ were obtained by projecting a filtered EEG response onto $V_D$ for a given dataset. Similarly, $a_j$ were obtained by projecting $\Delta \text{CMRO}_2$ and $g$ onto $V_{hi}$ for the same dataset. A quadratic polynomial whose coefficients were estimated using least squares was found to be suitable to relate $a$ to $a_j$.

VI. Results

In this section we present the performance of the generative model across all datasets from both sets of experiments.

Fig. 7. The coupled model predicting the 1Hz and 8Hz EEG and hemodynamic data shown in Fig. 3. The true EEG data is plotted in light color, and the model prediction in a dark color. 8 Hz response is magnified in the bottom panel to show that the model captures the features of the habituation of the P1-N1-P2 waveform to stimulus. The right hand panels show the model prediction of the hemodynamic responses corresponding to those in Fig. 3.

We illustrate our results with a sample result (Fig. 7) using the model to predict the 1 Hz and 8 Hz EEG and hemodynamic responses shown in Fig. 3. The features of the habituation of the P1-N1-P2 waveform are captured by the predicted EEG (see the middle and bottom left panels) even for the
For characterizing the performance of the predictive neural mass model (presented in Section III) we extracted several relevant features from the EEG data in the frequency experiments. The features are i) P1 peak amplitude (PP), ii) P1 peak time (PT), iii) N1 peak amplitude (NP), iv) N1 peak time (NT), v) P2 start time (P2T), and vi) P2 area (P2A). Table I reports the error in the three time features (PT, NT, and P2T) in ms, and the mean relative error (using the l2 norm) in the shape features (PP, NP, and P2A), with respect to features extracted from all the datasets. The table also presents overall Leave Two Out Cross Validation (LTOCV) results across the datasets. The LTOCV procedure involves leaving out both the datasets corresponding to the left and right half brains of the chosen rat, estimating the model and computing the error when tested on the datasets from the left-out rat.

TABLE I

<table>
<thead>
<tr>
<th>Feature</th>
<th>Best</th>
<th>LTOCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT</td>
<td>0.69 ± 1.95 ms</td>
<td>0.81 ± 1.85 ms</td>
</tr>
<tr>
<td>NT</td>
<td>−0.32 ± 2.78 ms</td>
<td>−0.38 ± 2.91 ms</td>
</tr>
<tr>
<td>P2T</td>
<td>−3.55 ± 7.83 ms</td>
<td>−3.91 ± 6.84 ms</td>
</tr>
<tr>
<td>PP</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>NP</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>P2A</td>
<td>0.22</td>
<td>0.26</td>
</tr>
</tbody>
</table>

The EEG signals predicted by the neural mass model then drive the coupling and hemodynamic models discussed in Sects. IV, and V to generate the hemodynamic responses. Table II reports on the mean performance of the coupled model using the performance metric

\[ E = \frac{\text{Estimation error of the model}}{\text{Standard deviation of the data}} - 1, \]

over the hemodynamic data from all frequency and duration experiments. The estimation error of the model comprises of two terms, i) the standard deviation of the data, and ii) the model mismatch which is the norm of the difference between the model output and the sample mean of the data. Thus, the metric \( E = 0 \) when the model output matches the sample mean of the data, and \( E > 0 \) if there is a mismatch. The table also reports the metric \( E \) for model validation by using the LTOCV method.

TABLE II

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Best</th>
<th>LTOCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>0.017</td>
<td>0.047</td>
</tr>
<tr>
<td>Duration</td>
<td>0.012</td>
<td>0.028</td>
</tr>
</tbody>
</table>

For characterizing the performance of the predictive neural mass model (presented in Section III) we extracted several relevant features from the EEG data in the frequency experiments. The features are i) P1 peak amplitude (PP), ii) P1 peak time (PT), iii) N1 peak amplitude (NP), iv) N1 peak time (NT), v) P2 start time (P2T), and vi) P2 area (P2A). Table I reports the error in the three time features (PT, NT, and P2T) in ms, and the mean relative error (using the l2 norm) in the shape features (PP, NP, and P2A), with respect to features extracted from all the datasets. The table also presents overall Leave Two Out Cross Validation (LTOCV) results across the datasets. The LTOCV procedure involves leaving out both the datasets corresponding to the left and right half brains of the chosen rat, estimating the model and computing the error when tested on the datasets from the left-out rat.

TABLE I

<table>
<thead>
<tr>
<th>Feature</th>
<th>Best</th>
<th>LTOCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT</td>
<td>0.69 ± 1.95 ms</td>
<td>0.81 ± 1.85 ms</td>
</tr>
<tr>
<td>NT</td>
<td>−0.32 ± 2.78 ms</td>
<td>−0.38 ± 2.91 ms</td>
</tr>
<tr>
<td>P2T</td>
<td>−3.55 ± 7.83 ms</td>
<td>−3.91 ± 6.84 ms</td>
</tr>
<tr>
<td>PP</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>NP</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>P2A</td>
<td>0.22</td>
<td>0.26</td>
</tr>
</tbody>
</table>

The EEG signals predicted by the neural mass model then drive the coupling and hemodynamic models discussed in Sects. IV, and V to generate the hemodynamic responses. Table II reports on the mean performance of the coupled model using the performance metric

\[ E = \frac{\text{Estimation error of the model}}{\text{Standard deviation of the data}} - 1, \]

over the hemodynamic data from all frequency and duration experiments. The estimation error of the model comprises of two terms, i) the standard deviation of the data, and ii) the model mismatch which is the norm of the difference between the model output and the sample mean of the data. Thus, the metric \( E = 0 \) when the model output matches the sample mean of the data, and \( E > 0 \) if there is a mismatch. The table also reports the metric \( E \) for model validation by using the LTOCV method.

In this paper we presented a single generative model that can jointly predict evoked EEG and the related hemodynamic responses under habituation to stimulus frequency and duration. The model was obtained by enabling a mass neuron model to predict the habituation to stimulus, relating the predicted neural responses to the inputs of a hemodynamic model via a coupling model, and finally generating the hemodynamic responses. The result tables suggest that the generative model captures the essential features of evoked responses under habituation to variations in stimulus frequency and duration.
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